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What is a System

* An entity that changes or transforms a signal (input signal) into
another form of signal (output signal) based on specific transfer
function.

y[n] = T{x|nl}
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Example 1: Moving Average System

e Average of 3 samples
1
y[n] = §{x[n] + x[n—1] + x[n — 2]}
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e This system changes the consistent value of input signal x[n] into a
new gradual value of output signal y[n]. This process is commonly
known as smoothing.
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Example 1: Moving Average System

e Average of 10 samples
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Characteristics of a Discrete-Time
system

Linearity

Time-invariant or time-variant
Causality

Stability

Memory

Linearity and Time-invariant are to ensure consistency at the output
of a system

Causality and Stability are to ensure the practicality of
implementing the system
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Linearity (for consistent output)

* Obeys the superposition principle.

Yolnl = T{x,[n] + x2[n]}
yplnl = T{x1[nl} + T{x;[n]}

Valnl| = Yy n
xy[n] xy[n] —= T{}
Valn] [7]
e o
x[n] xy[n] —= T{+}
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Example 2

« y In]l#y,n]

# The system is not linear
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Example 3

e y[n] =x[n] + 2x[n — 1]

oy Inl=qn] +xz(n]) + 201 [n— 1] + x3[n - 1])
= x¢[n] + x3[n] + 2x¢[n — 1] + 2x,[n — 1]

* y,[n]=x1(n]+ 2x;[n— 1] + x3[n] +2x; [n — 1]

* ya[n] — yb[n]

# The system is linear

®UIM
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Time-Invariant (for consistent output)

e Qutput to the system is similar when a specific delay is applied

either to the input or output of the system.

x[n] —-—A—r

|

x|[n-D]

T{x[n—D]} = y[n — D]

—> J[n-D)

x{n] —=

T

)
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Example 4

yln] = (x[n] + x[n — 1])
T{x[n —ngl} = 5 (x[n — ng] + x[n — =1 - ny))

yln—ngl =2 (x[n— ngl + x[n — ng — 11)

Result when delayed at the inputs is similar when the delayed at
the outputs.

y[n] is time-invariant
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Tips

To test T{x|n — n4]}, minus whatever inside the
input signal bracket with n;.

To test y[n — ny], change all n withn — ng.




ocw.utm.my

Example 5

* y[n] = Xk=ox[k]

* T{x[n —nyl} = Li=o x|k — ng]

e letm=k—ny

o T{afn—ngl} = T2, x[m] = 52" x[k] - ()

o y[n—nyl =X, _*x[k] > (b)

* (a) # (b), thus the system is not time-invariant.

©UIM
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Example 5 (cont.)

To prove the answer, let’s repeat the example by giving values for
the input signal as x[n] = [1,2,1] andthe delayasny = 1:

T
xln—nyl =xn—1] =[1,2,1]
T
Tixln—1]} =Xt ox[n—1]1=[1,1+2,1+2+1,..,1+ 2+ 1]
T
=1[1,3,4,...,4]
T

ynl =Xr_ox[k] =[1+2,2,2+1,..,24+1]=3,2,3,...,3]
) )
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Example 5 (cont.)

e y[n—nyl=yln—-1] = [?, 2,3,...,3]

e The system is proved to be not time-invariant as
T{x[n—1]} # y[n —1].
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Example 6

y[n] = x[2n]
T{x[n —n4l} = x[2n — ny4] - (a)
yln —nyl = x[2(n — ny)| = x[2n — 2n4] - (b)

(a) # (b), thus the system is not time-invariant.

For this example, let’s say that x[n] is as below

01 2 3456

©UIM

1



ocw.utm.my @HTM

FEELN

Example 6 (cont.)

o T{x|n —n,l|}test: Firstdelay ¢ vy|n —n,|test: Do the

the input x[n] by 1 sample and operation first and then delay
do the operation, the result is the output y[n] by 1 sample,
the result is
2 2 2
‘ ‘ ‘ Ml 1111
i/ > 7
0123 01 2 3

e Results are not similar, thus it is time-variant as the output
changes with the delay.



Time-invariant (cont.)

From the last 2 examples, the time-invariant test is actually testing
the system with input signal at two different delay values.

— First test is with delay = ng
— Second test is with delay =0

Thus, if ng is to be replaced with real value, it must be n; # 0 as
this will gives both test using delay = 0.

In conclusion, time-invariant system can also be described as a
system that produces consistent output even if the input signal is
feed to the system at different delay (time).
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Causality (for practical implementation)

e Causal system means the system only involves current and past
input values.

Current value is at timen
Past values are attimen — k

Future values are attimen + k

e Causality is important when dealing with online system because the
system does not know what the future value is. Thus, it is
impossible to compute the unknown value. However, non-causal
system is not a problem to an offline system where input signal has
been stored earlier.
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Example 7

y[n] = %(x[n] + 2x[n — 1] + 2x[n — 2])

This is a causal system, since no future values are involved.

yln] = (@)" 'u[n]

Time is only represented by the square brackets| |. Thus, only
current values are involved. This system is causal.

y[n] = 2,1(:_2 x[n — k]

If we expand above equation,
yIn] = x[n+ 2] + x[n + 1] + x[n] + x[n — 1].
The first 2 x are future values. Thus, the system is not causal.
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Stability (for practical implementation)

e A system is said to be stable if a bounded input to the system will
produce bounded output — BIBO.

ly[n]| and |x[n]| < oo

Where x[n] and y[n] does not have a value of o at all values of n.

e Stability is important for practicality because no computer or any
digital processor can compute using oo value. When computation
cannot be done, the system will hang or crash. So, it is important to
keep the system stable by avoiding the oo value.
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Example 8

y[n] = %(Zx[n] + x[n—1] + 2x[n —1])

Output y[n] only depends on 3 values of x[n] at different n. If x|n]
is bounded, output will also be bounded. Thus the system is stable.

y[n] = Xi=ox[k]
In this example, bounded input does not ensure bounded output.
— If x[n] = u[n], a unit step and when n = oo, y[oo] will have o

value, where y[oo] =1+ 1+ 1+ -+ 1 = o0. The system is
not stable.

— If x[n] = §[n], an impulse signal, y[n] will always be equal to 1
for any value of n. Thus, the system is stable.



Memory

A system is said to have a memory if it is consist of non-current
input.

A system that consist only current input is called memory-less
system.



Quiz 1

e |sthe signal bounded or not?

10. x[n] = 0.2" y[n]

11. x[n] = nu[n]
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Quiz 2

©UIM

Determine the linearity, causality, stability and time-invariance
of these systems;

1.

2.

3.

— KKK K

n

n

= x[n?] 8. vyl
= X[n| + nx|n] 9. vy|
| = (2Zn — 3)x|n] 10. y|
| = px[n] +x[n — p] 11. y|
] = Yoo x[n — K] 12. y[

] = Yi—_q x[kn] 13. y[
n] = YP__,x[kn — K]

n] = (x[n])?

] = 2" %x[n]

] = Yiemo x[K] 8[n — K]
] = ax[n] + Bx[n — 2]
] = Yo ax[n — K]

| = Xk=0 4x[n — K]
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